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Monitoring Windows 2008 Failover Cluster with Argent Guardian

Windows 2008 Failover
Clustering Overview

A failover cluster is a group of independent computers that work to-
gether to increase the availability of applications and services. If one of
the clustered servers fails, another server begins to provide service (a
process known as failover). The following diagram shows some of the
primary terms of reference for monitoring a failover cluster.
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Cluster.argentsoftware.local
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Print Spooler Service is available to
users via CLUSTERPS network name
in the example - it is hosted on
W2K8-Node1 (Current Owner)

Cluster
Node

However if W2K8-Node1 fails then
Print Spooler Service will failover and
will still be available via CLUSTERPS

but will be hosted on W2K8-Node2

It is important to be aware that to access and test resources that are
hosted within each Cluster Group — that these must be configured to
use a Master Catalog object using the Client Access Point (CAP) name.

That is to access a SQL Server Instance we must use the CAP associ-
ated with the SQL Server Cluster Group.

The following section will describe how to configure these components
within Argent Guardian.

= |SCSI
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The following diagram shows the Hierarchy of Managed Entities that
make up any Failover Cluster:

Failover
Clustering

Node in a Metwork in a Clustered Services

Fallover Cluster Failover Cluster Fallover Cluster and Applications

Cluster Witness Cluster Storage

Metwork Interface

Clustered File
on 8 Clusterad —
Node Server Instance

|| Clustered WINS or
DHCP Instance

Clusterad DFS
— Mamespace
Instance

Clusterad Generic
Script Instance

Clustered Generlc
Service Instance

Clustered Generic
—  Application
Instance

All of these components can be modeled and tested within the Argent
Guardian using the following cluster objects — Nodes, Groups, Net-
works, Network Interfaces and Resources.
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Argent Guardian Cluster Licensing
1I

Uge Other Credential | Contact Information | Installed Applications I Time Zone I Advanced I

Cluster Dbiject TCPAP & SHIMP I Maintenance Schedule

Cluster Mame: | (SR}

Object Tupe: I Cluster Nade

Object Hame: |W2K8-NDDE‘I

Internal Narme: |W2K8-N OoET

[Leave blank if internal name is same az object name]
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Each Cluster Name that is used a Cluster Resource License is
used.

The first cluster object added will consume a Cluster resource
license for this cluster (CLUSTER).

Froduct/Object

Licensed Domain Licensed Used

&3 Argent Console

-3 Argent Predictor

Elﬂ A;g.;_-m Guardian And Argent YWMI Monitor
15 W2D0EANT

- E.; Cluster Resaurce

The Connectivity and Accessibility Test provides the following result for
the Nodes.

x

h Cluster service is running on node W2K3-NODE 1.

OK

However the Connectivity and Accessibility Test fails for groups, net-
works and resources with the following.

Argent Guardian

Failed to open group handle for duster group
CLUSTER_FILESERVER_GROIP of duster CLUSTER. (The duster
— group could not be found.)

|

This test is only used for Standard or Cluster Nodes to check
availability.

argentsoftware
argentsoftware
argentsoftware

nn
Uy
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Argent Guardian Cluster
Configuration For NODES

Add Cluster Nodes First

= ."L;J CLUSTER.ARGEMTSOFTWARE. local
[=l ﬁ Services and Applications
_ﬁ' File Server

=l _:|E| Modes
g W2K8-Nodel
5 W2K3MNode2
L_ﬂ Storage
B L58 Metworks
fl,_fl Heartbeat Metwork
::l,_ﬂ Public Metwork
Cluster Events

Known Servers And Devices In The Maszter Catalog
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3_:3];; Failover Cluster Management Primary Cluster name (Quorum resources).

= Generic Service ldentify the Cluster Nodes.

Mode | Domain | Type
2k 8-HODE T CLUSTER Cluzster Hode

| &lias | Metwork Group

W2KE-NODEZ CLUSTER Cluster Mode

Properties Of Cluster Node "W2K8-NODEL" (Master Catalog)

|nztalled Applications I Time £one I

Cluster Object | TCRAP & SMEP I Contact Infarmation

Firgt Netwaork Group

-NEIDE2 First Metwork Group

X

Advanced

144,

Clugter Mame: |[MENERNE

Object Type: IEIuster Mode

Object Mame: |w2Ka-N|:|DE1

Internal Marme: IW2KE-NDDE1

[Leave blank if internal name iz zame az object name]

The cluster name will have the DNS name listed at the top of the
Cluster Management Tree.

For this example it is CLUSTER.ARGENTSOFTWARE.LOCAL (NetBIOS
Name: CLUSTER).
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The following command can be used to show the cluster nodes and
state using CLUSTER name:

CLUSTER.exe CLUSTER node /status

CosUszserssAdministrator W2KE-AD>cluster CLUSTER node ~=status
Listing status for all available nodes:

Mode ID Status

WZK8—-Nodel
W2K8—-HNodel

Relator Configuration to Monitor these Nodes

The Rules include API_CONNECT to test availability of the nodes

NDE_CLUSTER_CHECK to test cluster service
running on nodes

WMI_CLUSNODE_DOWN check if node is running
WMI_CLUSNODE_PAUSED check if node is paused

Rules:

Rule Mame | Biule Type
NDE_API_COMMECT Syztem Diown
WDE_CLUSTER_CHECK Syztem Diown
wil_CLUSNODE_DOWwh bl
wiMl_CLUSHODE_PAUSED b

4 |

Argent Monitoring Groups:

Argent Monitoring Group MNode Type Monitoring Engine
=0 WG CLUSTER NODES s AT
gy W2K8-NODE1 Cluster Node

gy W2KS-NODE2 Cluster Node

A Monitoring Group should be created which contains both nodes
(&MG_CLUSTER_NODES).
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Rule Testing Trace Logs:

Server W2K8-NODE1 is alive. Rule NDE_API_CONNECT is NOT broken

Cluster service is running on node W2K8-NODE1
Server W2K8-NODET is alive. Rule NDE_CLUSTER_CHECK is NOT broken

Successfully run rule WMI_CLUSNODE_DOWN on server W2K8-NODE1

Node W2K8-NODE1 in Cluster CLUSTER is not down.

Total 0 alerts and O predictor data items are returned for rule WMI_CLUSNODE_DOWN of
Relator REL_CLUSTER_NODES of server W2K8-NODE1

Successfully run rule WMI_CLUSNODE_PAUSED on server W2K8-NODE1

Node W2K8-NODE1 in Cluster CLUSTER is not paused.

Total O alerts and O predictor data items are returned for rule WMI_CLUSNODE_PAUSED of
Relator REL_CLUSTER_NODES of server W2K8-NODE1

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 8
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Argent Guardian Cluster Configuration
For GROUPS

Add Cluster Groups

_E_'%g Failover Cluster Management
Fl &) CLUSTER.ARGENTSOFTWARE local
= % Services and Applications

% File Server The service and applications are the Group Names.

Primary Cluster object has the default name of Cluster Group.

Generic Service
[= __E_ﬂ Modes
=5 W2K3-Node1
=5 W2K3-Node2
_L:,h Storage
= _ﬂ_fl Metworks
& Heartbeat Network
5 Public Network
Cluster Events

Master Catalog

Known Servers And Devices In The Master Catalog

Mode | Domain | Type | Alias | Metwork Group

CLUSTER_FILESERVER_GROLP CLUSTER Cluster Group Firzt Metwork Group
CLUSTER_GENERIC_SVC_GROUP CLUSTER Cluster Group First Metwork Group
CLUSTER_GROUP_GROUP CLUSTER Cluster Group Cluster Group First Metwork, Group
Properties Of Cluster Group 'CLUSTER_FILESERVER_GROUP® (Maste 5[
Installed Applications I Time Zone I Advanced I
Cluster Object | TCP/P & SHMP I Contact Infarmation
1144

Cluster Mame:

Object Tupe: IEIuster Group

Object Mame: ICLUSTEH_FILESEHVEH_GHDUP

Intermnal Mame: IF"E Server

[Leave blank if internal name iz same as object name]

The object name here is used by Argent to identify what this object
represents.

Internal Name is the Group Name in the Cluster.
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Argent Guardian Cluster Configuration
For Services And Applications (GROUPS)

The following command can be used to show the groups and state us-
ing CLUSTER name

CLUSTER.exe GLUSTER group /status

C:xlzerss“Administrator W2KE-AD>cluster CLUSTER node sstatus
Lizting status for all available nodes:

Mode ID Status

W2K8-Nodel
W2K8-HNode2

Relator Configuration to Monitor the Groups

The Rules include NDE_CLUSTER_CHECK to test if group is available
WMI_CLUSGROUP_FAILED check if group has failed
WMI_CLUSGROUP_OFFLINE check if group is offline
WMI_CLUSGROUP_FAILED check is partial online

Rules:

Rule Mame | Rule Type
MDE_CLUSTER_CHECE, System Down
wik|_CLUSGROUP_FAILED |
wihdl_CLUSGROUP_OFFLIME b |
wk|_CLUSGROUP_PARTIAL_OMLIME |

« |

Argent Monitoning Groups:

Argent Monitoring Group
i-~-gg CLUSTER_FILESERVER_GROUP Cluster Group

MNode Type

A Monitoring Group should be created which contains both nodes
(&MG_CLUSTER_NODES).
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Rule Testing Trace Logs:

All of the resources are online for group CLUSTER_FILESERVER_GROUP of cluster CLUSTER
Server CLUSTER_FILESERVER_GROUP is alive. Rule NDE_CLUSTER_CHECK is NOT
broken

Successfully run rule WMI_CLUSGROUP_FAILED on server

CLUSTER_FILESERVER_GROUP

Cluster Group File Server in Cluster CLUSTER is not failed.

Total 0 alerts and O predictor data items are returned for rule WMI_CLUSGROUP_FAILED of
Relator REL_CLUSTER_GROUPS of server CLUSTER_FILESERVER_GROUP

Successfully run rule WMI_CLUSGROUP_OFFLINE on server

CLUSTER_FILESERVER_GROUP

Cluster Group File Server in Cluster CLUSTER is not Offline.

Total 0 alerts and O predictor data items are returned for rule WMI_CLUSGROUP_OFFLINE of
Relator REL_CLUSTER_GROUPS of server CLUSTER_FILESERVER_GROUP

Successfully run rule WMI_CLUSGROUP_PARTIAL_ONLINE on server
CLUSTER_FILESERVER_GROUP

Cluster Group File Server in Cluster CLUSTER is not partial online.

Total O alerts and O predictor data items are returned for rule
WMI_CLUSGROUP_PARTIAL_ONLINE of Relator REL_CLUSTER_GROUPS of server
CLUSTER_FILESERVER_GROUP

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 i
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Argent Guardian Cluster
Configuration For NETWORKS

Add Cluster Networks

% Failover Cluster Management
B 4] CLUSTER.ARGENTSOFTWARE local
= % Services and Applications

File Server
= [eneric Service

= _ﬂj Modes
= W2K3-Node1
= W2K3-Node2
_,:,h Storage
B 58 Metworks
.ﬂ__ﬂ Heartbeat MNetwork
.ﬂ__ﬂ Public Metwork
Cluster Events

Master Catalog

Known Servers And Devices In The Master Catalog

Node | Domain | Type | liaz | Metwork. Group

Heartbeat Network,  First Network Group
CLUSTER_PUBLIC_METWORE CLUSTER Cluster Metwork, Public Network, First Metwork Group

CLUSTER_HEARTBEAT METWORK CLUSTER Clugter Metwork

Properties Of Cluster Network "CLUSTER_HEARTBEAT_NETWORK" ( x|

Installed Applications | Time Zone I Advanced |
Cluster Object | TCP/P & SHNMP | Cantact Infarmatian

1144

Clugter Mame: (RTINS

Object Type: ICIuster Metwork,

Object Mame: ICLUSTEH_HEAHTBEAT_NET\N’DHK

Internal Mame: IHeartbeat Metwork

[Leave blank i internal name is same as object name]

The object name here is used by Argent to identify what this object
represents.

Internal Name is the Network Name in the Cluster.

ARGENT
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The following command can be used to show the networks and state
using CLUSTER name:

CLUSTER.exe GLUSTER group /status

C:slzerssAdministrator.W2KB—-AD>cluster CLUSTER networlk Astatus
Lizting status for all available networks:

Public Hetwork
Heartheat Hetwork

Relator Configuration to Monitor the Networks

The Rules include NDE_CLUSTER_CHECK to test cluster service
running on nodes
WMI_CLUSNETWORK_DOWN check if group
WMI_CLUSNETWORK_NOTAVAILABLE check if
node is paused

WMI_CLUSNETWORK_PARTITIONED check if
node is paused

Rules:

Fule Mame | Riule Type
MDE_CLUSTER_CHECEK Syztem Down
| _CLUSME T'WWORK,_D O bl
| _CLUSME TWORK_MWOTAVAILABLE b
Wl _CLUSHMETWORK_PARTITIONED b

|

Argent Monitoring Groups:

#3 CLUSTER_HEARTBEAT_NETWORK Cluster Network
i gy CLUSTER_PUBLIC_NETWORK Cluster Network

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 113
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Rule Testing Trace Logs:

The network is operational; all of the nodes in the cluster can communicate for network
CLUSTER_PUBLIC_NETWORK of cluster CLUSTER
Server CLUSTER_PUBLIC_NETWORK is alive. Rule NDE_CLUSTER_CHECK is NOT broken

Successfully run rule WMI_CLUSNETWORK_DOWN on server

CLUSTER_PUBLIC_NETWORK

Network Public Network in Cluster CLUSTER is not down.

Total 0 alerts and O predictor data items are returned for rule WMI_CLUSNETWORK_DOWN of
Relator REL_CLUSTER_NET_GROUPS of server CLUSTER_PUBLIC_NETWORK

Successfully run rule WMI_CLUSNETWORK_NOTAVAILABLE on server
CLUSTER_PUBLIC_NETWORK

Network Public Network in Cluster CLUSTER is available.

Total O alerts and O predictor data items are returned for rule
WMI_CLUSNETWORK_NOTAVAILABLE of Relator REL_CLUSTER_NET_GROUPS of
server CLUSTER_PUBLIC_NETWORK

Successfully run rule WMI_CLUSNETWORK_PARTITIONED on server
CLUSTER_PUBLIC_NETWORK

Network Public Network in Cluster CLUSTER is not partitioned.

Total O alerts and O predictor data items are returned for rule
WMI_CLUSNETWORK_PARTITIONED of Relator REL_CLUSTER_NET_GROUPS of server
CLUSTER_PUBLIC_NETWORK

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 14
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Adding Argent Master Catalog Objects to represent Client Access
Points (Virtual Servers).
.ﬁ; Failover Cluster Management Generic Service R ¢ Cluster Events: 4L
B &F] CLUSTER. ARGENTSOFTWARE.local e
= % Services and Applications Summary of Generic Service
Generic Service %}
) File Server -
= _jﬂ Modes . )
3 yaKs-Nodel R R
5 w2Ka-Node2 Alerts: <none>
{;‘h Storage Prefered Owners: W2K8-Node1, W2KE-Node2
B 5 Networks Current Owner: W2KE-Node2
.15.1 Heartbeat Network
.15.1 Public Network
Cluster Events Mame | status | |
Server Name
[=] 1% Name: CLUSTERPS @ Online
3?IPAddress: 192.168.125.230 @Dnline
j“ |P Address: Address on Heartbeat Network @ Online
Print Spooler Service
=3 New Print Spooler @ Online
Disk Drives
&l C@ Cluster Disk 2 (#) Online
Volume: (G) File System: NTFS 253 MB (91.2% free )

Each Cluster Group (Service and Application) e.g. Generic Service has
its own network Name e.g. CLUSTERPS.

This network name should be added as the Argent Object Name
against one of the resources.

If this was SQL then it should be against the Primary SQL Resource.

Master Catalog

Known Servers And Devices In The M aster Catalog

Maode | Damain | Type | &liaz | Metwark Group
CLUSTER CLUSTER Cluster Resource File Share Witheszz... Firgt Network Group
CLUSTERFS CLUSTER Cluster Resource CLUSTERFS First Metwark Group
CLUSTERFS_DISK1_RESOURCE CLUSTER Cluster Resource Cluster Disk 1 First Metwork Group
CLUSTERPS CLUSTER Cluster Resource Mews Print Spooler  First Metwork Group
CLUSTERPS_DISKZ2 RESOURCE CLUSTER Cluster Resource Cluster Disk 2 First Metwark Group
Properties Of Cluster Resource "CLUSTERPS' (Master Catalog) x|
Irestalled Applications I Time Zone | Advanced |
Cluster Object | TCRAP & SHMP I Contact Information
1148

Cluster Mame:  |[MEEERISS

Object Type: ICIuster Rezource

Object Mame: ICLUSTEHF‘S

Irkemal Mame: INEW Prirt S pooler

[Leave blank if internal name iz same as object name)
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The following command can be used to show the resources and state
using CLUSTER name:

CLUSTER.exe CLUSTER res /status

C:sUzerssAdministrator W2KB8—-AD>cluster CLUSTER res Astatus
Listing status for all available resources:

Resource Status

Cluster Di File Server W2K8—-Model

Cluster Generic Seruvice W2K8—Mode2

Cluster Hearbeat IP Address Cluster Group W2K8—Model Online
Cluster Hame Cluster Group W2K8—-Model Online
Cluster PUBLIC IFP Address Cluster Group H2K8—MNodel Online
CLUSTERFS File Server WH2K8—Hodel Online
CLUSTERFPS Generic Seruvice W2K8—Mode2 Online

File Share Witnessz Owvww2kB—ad<FEW>» Cluster Group H2K8—Model Online
IP Address 192.168.125.218 File Server H2K8-Hodel W ETTE
IP Addressz 172.168.125.238 Generic Service W2K8—Mode2 Online
IF Address 122.168.52.8 File Server H2KE—HMNodel Online

IP Address 192.168.52_.8 (22 Generic Service W2K8—-Mode2 Online
Mew FPrint Spooler Generic Seruvice W2K8—Mode2 Online

Relator Configuration to Monitor the Client Access Point
Resource

The Rules include NDE_API_CONNECT to test the Client Access
Point is available

PRF_DISK_ALL_5_G to test disk (G:) for free space
SVC_SPOOLER_W2K to test spooler service

Rules:

Rule Mame | Rule Type
MODE_AFI_COMMECT Syztem Daown
PRF_DISK_ALL & G Perfarmance
SYC_SPOOLER_w2k W2002/MT Service

1

Argent Monitoring Groups:

Argert Manitoring (Group
ERI] LMG_CLUSTERPS VIRTUAL SERVER
i-gfy CLUSTERPS Cluster Resource

Mode Type

Monitoring group is used for testing any services or performance met-
rics associated with the Client
Access Point — CLUSTERFS.

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 116
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NOTE: the cluster resource name may sometimes be the same name as the Client Access Point Name but
not always.

Rule Testing Trace Logs:

Server CLUSTERPS is alive. Rule NDE_API_CONNECT is NOT broken

Fri Mar 05 14:07:48.171 W2K8-AD Administrator % Free Space of LogicalDisk (G:) = 91.27
Rule ‘PRF_DISK_ALL_5_G’ is not broken for server CLUSTERPS

Query status for service ‘Print Spooler’ on server CLUSTERPS
Service ‘Print Spooler’ of server CLUSTERPS is Running
Rule SVC_SPOOLER_W2K is not broken for server CLUSTERPS

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 17
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Relator Configuration to Monitor General Resources

The Rules include NDE_CLUSTER_CHECK to test the resource is
available

WMI_CLUSRES_FAILED to test the resource hasn’t
failed

WMI_CLUSRES_OFFLINE to test the resource isn’t
offline

Rules:

Rule Mame | Rule Type
MDE_CLUSTER_CHECK Syatern Down
wikl_CLUSRES_FAILED Wb |
wihl_CLUSRES_OFFLIME Wb |

1

Argent Monitoring Groups:

Argent Manitoring Group MNode Type

e e

Rule Testing Trace Logs:

The resource is operational and functioning normally for resource CLUSTERPS of cluster

CLUSTER
Server CLUSTERPS s alive. Rule NDE_CLUSTER_CHECK is NOT broken

Successfully run rule WMI_CLUSRES_FAILED on server CLUSTERPS

Resource New Print Spooler in Cluster CLUSTER is not failed.

Total O alerts and O predictor data items are returned for rule WMI_CLUSRES_FAILED of Relator
REL_CLUSTER_RES of server CLUSTERPS

Successfully run rule WMI_CLUSRES_OFFLINE on server CLUSTERPS

Resource New Print Spooler in Cluster CLUSTER is not offline.

Total O alerts and O predictor data items are returned for rule WMI_CLUSRES_OFFLINE of
Relator REL_CLUSTER_RES of server CLUSTERPS

ARGENT
ENCYCLOPEDIA
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APPENDIX A - Cluster Performance Q) Performance Monitor =101 =]
- I."_"'\ =
Counters (Windows 2008 R2 Only) Ohe g o i
e | 7w |E e
ft 7= &X7] . O0R MG
 fvadable counters T
Select counters from cogmputer: Cluster Resource Control Manager
Groups Online 1.000
<Local computer > - rocesses )
[ 2 [oowe.. | o s -
Client Side Caching 53] 2l |
Cluster API Calls =
[Cluster APT Handles = Groups Online
Cluster Checkpoint Manager tells you how many groups are currently onling on this node
—an Argent Guardian Performance rule could be used to alert
Cluster Database ® when the number of groups online is less than the configured
Cluster Global Uipdate Manager Messages B = amount.
Treckheir e kel el REAaeE RHS Processes

j Add Counters tells you how many Resource Host Monitor processes are run-

ning on this node.

— Available counters

Select counters from computer: RHS Restarts
<Local ter= , .
| <Local computer | Browse | tells you how many Resource Host Monitor failures have
- happen on this node. A failure might be cause by one of the
Cluster Multicast Request-Response Messa... resources causing a crash or taking too long to perform an
i operation.
Cluster Network Messages
Cluster Network Reconnections
Cluster Resource Control Manager
Cluster Resources
Cluster Sharad Volumes |

Resource Control Manager (RCM) is a component responsible for
monitoring resource state and handling resource failures. This compo-
nent also makes a decision about placing a resource in a separate Re-
source Host Monitor (RHS) if this resource is observed to be unstable
and causing RHS crashes.

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 19
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Cluster Resource Types - It would be great if we can expose infor-
mation about every resource and/or group, but since we support
thousands of them it is not practical to do this. However we do want
to have some visibility into how resources behave. A sensible way to
aggregate information about resources is to do that

by resource type.

) e Acton Vew Window el
| AmCm| B

ARGENT
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MAPE- X o008 M E
VWPCLUSDL
Cluster Resources _Tatal Rebwork Rame Physical Disk Virtual Machine
Resource Controls 6,3 16,000 L511.000 1,203,000 183.000
Resource Controls Delta 7.000 1.000 2.000 0000
Resource Failure 5,000 1,000 L.00Q 0,000
Resource Failure Access Violation 0,000 0,000 0000 0000
Resource Failure Deadiock 0.0D0 0.000 0.000 10.000
Resource Type Controls 64,000 4,000 8.000 3.000
Resource Type Controls Delta 0,000 0.000 0.000 0,000
Resources Online £.000 1.000 1000 0,000

On the picture above each column represents a resource type.

e There is one special entry _Total that is an aggregation of all
resource types.

e Resource Controls and Resource Controls Delta - tell you how
many resource controls the resources of the given type are
handling on this node.

e Resource Failure - tells you how many times a resource of this
type caused the Resource Host Monitor to get terminated due to
a failure of a resource of this type.

e Resource Type Controls and Resource Types Controls Delta - tell
you how many resource type controls the resource DLL of the
given type is handling on this node.

e Resources Online - counter tells you how many resource of the
given type are online on this node.

If you see that RHS is getting restarted often, then looking at these
counters can tell you what resource type is having issues.

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010
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APPENDIX B — Cluster Performance
Script (Resource Groups Change
Owner)

This Script will allow an Alert to be generated when any resource
group moves from one node to another.

Create a New Argent Guardian System WMI Rule.Points

Monitoring

‘F'_i I__—_lﬁI Rule=

‘_ =23 W00 Bules
st = 1:1 dctive Directony Fules
— [+ Performance Rules

[#-1__) Program Rules

1;...1_.- : --1:| Service Rules
: - System Command Rules
--13 Syztemn Do And SLA Fules
B --13 Spstem F'.rinter Fules
= --uj System File Fules
- ESRIE = ctem b | Fules
-0 Service Pack Rule
-0 Server Connectivit
b #-_7) Registy Rules
-1 Unix Rules

F-C0) iSenies Rules

Everts and Alerts

W200 Rules

I =
Unix Rules Mew System WMI Rule

Delete This System WD Rule Defin

Expand All Leaves
Expand Lower Leaves

iSeres Rules

Give the rule a name

Enter Name Of New System WMI Rule |

IELLISTEFI_EFH:ILIF"_MDR-"H

Ok, Cancel |
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Paste the script code (see end of this Appendix) into the WMI Rule.

=63 Rules
10 W200x Fiules
) Active Directory Rules Bropery  ~ |
) Periformance Rules
() Program Rules Set wshShell = CreateCbject( "W .Shell™ )
) Service Rules Set wshSysterEnv = wshShell.E onment( "SYSTEM™ )
) System Command Rules zet cluster = createchject ("mscluster.cluster™)
) Swatem Down And SLA Rules
) Swstem Printer Rules cluater.Open AGClusterName
) Swastem File Rules
|f__| _; System WMl Rules for each resgroup in cluster.resourcegroups
= resgroup ernode.name
resgroup.name

Methade = | Werify Syntas |

ment var

7sh3ystemEnv

GClusterName & "_" & strGroupname )

|_CLUSTER_GROUP_MOVE

) WHMI_RST wshSystemEnv

& strgroupname ) = strcurrentnode
B Service Pack Rules StrPreviiods & "_" & striroupname )
[0 Server Connectivity Fules End If
[#-_) Registry Rules
-2 Unix Fules If strcurrentlode = strPreviode then
- iSeries Rules mesgagel = measzaael & RGCInaterName & " Groun Resnurne (" s atrarnn
- Relators LLI
Eg ::::20[2';?32:]”” (Shared] Marimum Execution Time OF The VB Script: {10 _|:;' Minutes
-3 Automatic Report Distibution (Shared) +1 Paat Event Even If Same Event s Sl Outstanding [Unanswered)
-6 Macros [Shared)
@3 Calendars [Shared) _| Post Event Only &fter Rule |s Broken 2 _I::' Times

Ensure that ‘Post Event ...." is checked.

Provide a console comment e.g. a resource group has changed owner
(NODE).

Test the script — use the server name (Client Access Point name) of
one of the Services or Applications.

Froperty vl Methods = Yerify Syntax |

cluster.Open AGClusterName

for each resgroup in cluster.rescurcegroups
strlurrentlNode = resgroup.ownernode.name
strGroupname = resgroup.name

" Fet the envi e

4GClusterName & "_" & strGroupname )

T m T mw BT

Parameter For Testing VBScript Rule

oMU Nods Name: IELUSTEHPS

hriable
& "_" & strgroupname ) = Strourrentno

Enwv{ AGC1lusterMame & "_" & striGroupname )

lode then

& BEClusterMName & ™ Group Resource (™ & 3

oK I Cancel & "#* " g LGEClusterName & " Group Resourc

rrn m_a T=
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Test Results....

CLUSTER Group Resource (Available Storage) has not Changed Owner from: W2K8-Node?2
CLUSTER Group Resource (Cluster Group) has not Changed Owner from: W2K8-Node?2
CLUSTER Group Resource (File Server) has not Changed Owner from: W2K8-Node1
CLUSTER Group Resource (Generic Service) has not Changed Owner from: W2K8-Node2

Test Results if Group has moved
Rule Broken Time: 8 Mar 2010 11:42:48
** CLUSTER Group Resource (Generic Service) has Changed Owner to: W2K8-Node1**

The rule need only be applied to a single resource within the cluster this will allow it to check all service and
applications in the cluster — this resource will map to the Client Access Point name of one of the Group
Resources.

The following is an example of the basic Relator TAB.

Rules:

Fule Mame | Fiule Type
MDE_API_COMMECT Syztem Down
PRF_DISK_aLL_ 5 G Perfarmance
SWC_SPOOLER_W2K WNDkMT Service
Wl _CLUSTER_GROUP_MOWE |

l

Argent Monitoring Groups:

‘..g#y CLUSTERPS Cluster Resourcs

NOTE: CLUSTERPS is the server name (Client Access Point Name) of a Service or Application in the cluster.

E] il ey - -
% L:Ello\rer Cluster Management Generic Service -
B & CLUSTER. ARGENTSOFTWARE . local

= % Services and Applications Summary of Generic Service
File Server 7
) Generic Service -
B ‘Eﬁ Modes . )
3 wWaKsNodel i IR
5 W2Ka-Node2 Alerts: cnone>
J Starage Preferred Owners: WZ2KE-Node1, WZKE-Node2
= -ifl r:h_atworks Current Owner: W2KE-Nodel
ﬂ__ﬂ Heartbeat Network
ﬂ__ﬂ Public Metwork
Cluster Events Mame | Status
Server Name
% Name: CLUSTERPS @ Online
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Set wshShell CreateObject (
Set wshSystemEnv

“WScript.Shell” )
“SYSTEM"”
createobject(“mscluster.cluster”)

wshShell.Environment (

)

Set cluster
cluster.Open AGClusterName

for each resgroup in cluster.resourcegroups

strCurrentNode resgroup.ownernode.name

strGroupname resgroup.name

1

Get the environment variable
StrPrevNode

If strPrevNode

1

a“n then
Set the environment variable

”

wshSystemEnv( AGClusterName & “ " & strgroupn

StrPrevNode
End If

If strcurrentNode strPrevNode then

messageG = messageG & AGClusterName & “ Group

//)

strcurrentnode & vbCrLf

strgroupname & has not Changed Owner

Else
messageF = messageF & “** “ & AGClusterName &
strgroupname & “) has Changed Owner to:
strcurrentnode & “**” & vbCrLf
fail = fail + 1
End If

1

Set the environment variable

”

wshSystemEnv( AGClusterName & “ " & strgroupname )

next

If fail 0 then

WriteStatus messageG
else

FireAlert messageF, ClusOwner
End If

wshSystemEnv( AGClusterName & “

wshSystemEnv( AGClusterName & “

ARGENT
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”

& strGroupname )

ame ) strcurrentnode

”

& strGroupname )

Resource &

(u
&

"

from:

“ Group Resource &

&

(//

u

strcurrentnode
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APPENDIX C - Cluster Logging

All Windows 2008 Failover Cluster Events will use the following
SOURCE:

Microsoft-Windows-FailoverClustering

The following Link describes all of the managed entities and events
that are associated with these.

http://technet.microsoft.com/en-us/library/cc753362(WS.10).aspx

How to Create the cluster.log in Windows Server 2008
Failover Clustering

Windows Server Failover Clustering logs information about cluster
activities including normal operations like updates between nodes as
well as errors and warnings related to problems that occurred on the
cluster in a text file called cluster.log. The information in the cluster.
log is very valuable when trying to troubleshoot just about any problem
encountered with a cluster.

The cluster.log is a text-based file can be parsed and alerted on using
the Argent Data Consolidator look for any line that contains keywords
like — WARN.

CREATING THE CLUSTER.LOG:

From one of the nodes of the cluster, open a Command Prompt with
Administrator rights. The simplest command to create the log is to type
“cluster log /g”. A cluster.log file will be generated and stored in the
%windir%\Cluster\Reports directory on each node of the cluster.
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