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Microsoft Hyper-V Monitoring Overview

Introduction

Microsoft Hyper-V is a virtualisation platform like VMware ESX but will
run only on 64bit hardware platforms, can run any guest server OS but
has support for Windows Server 2008, Windows 2003 SP2, Windows
2000 SP4 and SUSE Linux 10 SP2 (enlightened partitions).

Hyper-V supports isolation in terms of a partition. A partition is a logical
unit of isolation, supported by the hypervisor, in which operating sys-
tems execute. A hypervisor instance has to have at least one parent or
root partition, running Windows Server 2008. The virtualization stack
runs in the parent partition and has direct access to the hardware
devices. The parent partition then creates the Child or Guest partitions
which host the guest 0S. A parent partition creates child partitions
using the hypercall API, which is the application progamming interface
exposed by Hyper-V.
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A virtualized partition (guest) does not have access to the physi-

cal processor, nor does it handle its real interrupts. Instead, it has a
virtual view of the processor and runs in Guest Virtual Address, which
(depending on the configuration of the hypervisor) might not neces-
sarily be the entire virtual address space. A hypervisor could choose to
expose only a subset of the processors to each partition.

You have to understand a little of the Hyper-V architecture to know
what needs to be monitored. Hyper-V has the following main compo-
nents:

¢ Windows 2008 OS boots the system — this becomes the parent
partition.

e VSC — Virtualisation Service Client is responsible for handling
emulated devices, managing VM’s, servicing I/0, and more.

e /'SP — Virtualisation Service Provider resides in the parent partition
and provides synthetic device support via the VMBus to Virtual
Service Clients (VSCs) running in child partitions.

e Hypervisor is responsible for scheduling Virtual Processors,
managing interrupts, servicing timers, and controlling other chip

level functions.

e Device Drivers are part of the root and are also installed in guests
as part of the Integration Services.

Virtual Devices are managed by the Virtual Motherboard (VMB). Virtual
Motherboards are contained within the Virtual Machine Worker Pro-
cesses, of which there is one for each virtual machine. Virtual Devices
fall into two categories, Core VDevs and Plug-in VDevs. Core VDevs
can either be Emulated Devices or Synthetic Devices.

¢ VMBus facilitates highly optimized communication between child
partitions and the parent partition.

e Hypercall API - A DLL (named WinHv.sys) located in the parent
partition Windows Server 2008 instance and any guest operating
systems which are Hyper-V aware (in other words modified
specifically to operate in a Hyper-V child partition). Allows the
operating system’s drivers to access the hypervisor using standard
Windows API calls instead of hypercalls.
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The rest of this document provides an insight into what
counters can be used to provide Hyper-V system performance
tracking and health status with the following main areas of
interest.

e (Qverall Health and Task Status
e \/irtual and Overall Processor

e Memory
e Network
e Storage
e Fvent Logs
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Overall Health and Task Status

Hyper-V Virtual Machine Health Summary - This has two coun-
ters; “Health Ok” and “Health Critical”. If anything is Critical it
means some resource (most likely disk) has been exhausted or other
unrecoverable error has occurred.

Performance Rule Iz Broken If
Health Critical of Hyper Yirtual M achine Health Surmmany GREATER THAM 0.000000

If you encounter a “Health Critical’ you should take action to figure
out what has happened.

Hyper-V Hypervisor - Use this counter set to understand how many
Logical Processors the system recognizes (Logical Processor),

the number of virtual machines running (“Partitions” — 1), and the
total number of Virtual Processors (Virtual Processors). The logical
processors (LP) are important because they are where all the work is
done. They are a representation of the physical processor (core or CPU
thread like HT and SMT). The virtual processors (VPs) tell you some-
thing about the guests and also if the system is overloaded.

Ferformance Objects: Counters:

Genernic IKE and AuthlP :l Logical Processars
HTTP Service b onitared Maotifications
HTTP Service Request Queues Partitions

HTTP Service Uil Groups Total Pages

Hyper- Hypervisar Wirtual Processors
Hypert Hypervizor Logical Processo

You should make sure the VP to LP ratio does not exceed eight to one
because Hyper-V does not currently support beyond this limit. Hyper-V
does not set a hard cap so you can exceed it. Just understand you are
in largely untested configuration and might see guest failures beyond

8:1.

Performance Bule |z Broken IF

YWirtual Processars of Hyper Hypervizor Ag $var WP
Logical Processars of Hyper Hypervizar Az $ar_LP
Expr WP to LP_Ratio[ $ar WP ¢ $ar LP ] Greater Than 7.00
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Some other current limits to be aware of is WSO8 Hyper-V supports
only 24 Logical Processors (LPs) and Windows Server 2008 R2 Hyper-
V has a current stated limit of 32 LPs.

Performance Rule |z Broken If
Health Critical of Hpper-Y Virtual Machine Health Summary GREATER THaAM 0.000000

The number of Partitions that exist can be tracked - This rule will al-
low the number of partitions on the system to be checked and will be
broken when any new partition is added.

The last counter in the “Hyper-V Hypervisor” counter set that | use
is the “Total Pages”. This counter gives an indication of how much
Meta data memory the Hypervisor is using to manage the virtual
machine.

Unfortunately this counter does not capture all the overhead because
another component called the Virtual Interface Driver (VID) also has
overhead to manage partitions; the “Hyper-V VID Partition” does
this.

Hyper-V Virtual Machine Summary - State information on the
number of VM’s starting, stopping and resuming. Gives good insight
into what system wide control functions are running.

Perfarmance Objects: Counters:

Generic IKE and AuthlP ;I Applving Snapshot
HTTP Service Deleting

HTTP Service Reguest Qusues Deleting Saved State
HTTP Service Url Groups Deleting Snapszhot
Hypert Hypervizor Exporting

Hyper Hypervizar Logical Processo terging Disks
Hyper Hypervizar Partition Pauzed

Hypert Hypervizor Root Partition Pausing

Hyper Hypervizar Root Virtual Proc: Rezetting

Hyper Hypervizar Virtual Processar Resuming
Hyper Legacy Metwork, Adapter Running

Hyperf Tazk Manager Detail Saved

Hyper+ Wirtual IDE Controller Saving

Hyper Wirtual M achine Bus Starting

Hyper-+ Wirtual M achine Health Surnr Stopping

Hyper- Wirtual M achine Surnmary T aking Snapzhot
Hyper Wirtual Metwork, Adapter Turned OFf
Hyper Wirtual Starage Device Waiting ko Start
Hyper4 Wirtual Switch

Hyper Wirtual Switch Port LI

Performance Rule |z Broken If
Deleting of Hyper- Virtual M achine Summary GREATER THAM 0.000000
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The Deleting Performance counter could be used to track when a
machine is being removed.
Hyper-V Task Manager Detail - Gives detail and timing on changes
to virtual machines like import, export, clone and any important VM
tasks.
Performance Objects: Counters:
pert Legacy Metwork Addapter Add Bezources Yirtual Machine Tasks Completed
Hyper- Tazk M anager Detail Add Resources Virtual Machine Tazks in Progress
Hyper Wirtual IDE Cantraller Add Resaurces Virtual Machine Tazks Recent Time
Hyper Yirtual Machine Bus Apply Snapzhat Yirtual Machine T azks Completed
Hyper Wirtual b achine Health S urmr Apply Snapshot Virtual Machine Tazks in Progress
Hyper- Wirtual b achine Surmmary Apply Snapshot Virtual kMachine Tasks Recent Time
Hyper irtual Metvaark, &dapter Clane Yirtual Maching Tazks Completed
Hyper Wirtual Storage Device Clone Yirtual Machine Tasks in Progress
Hyper Wirtual Switch Clane Yirtual Machine Tazks Recent Time
Hyper Wirtual Svaitch Port Create W55 Snapshot Set Tazks Completed
Hypera Wk 10 APIC Create W55 Snapshot Set Tazks in Progress
Hyper Wk Femoting Create W55 Snapshot Set Tazks Recent Time
Hyper+ Wk Save. Snapshat, and Re Drefine Yirtual Maching T asks Completed
Hyper- Wid Wid Driver Drefine Virtual Machine T azks in Progress
Hyper W Wid Mezsage Queus Drefine Yirtual M achine T asks Recent Time
Hyper WM Wid Humna Mode Dreztray Snapshat Wirtlal bMachine Tazks Completed
Hyper W Yid Partition Drestrop Snapzhot Wirtual Machine Tazks in Progress
Hyper W Worker Process Memony Drestroy Snapshot Virtual Machine Tasks Recent Time
ICHP Drestroy Yirtual Machine Tazks Completed
ICMPvE LI Dregtron Yirtual Machine Tasks in Progress ;I
Where to Monitor Virtual Machine CPU Usage?
Parent Child
(> o CPU Used
= inside Child
Partition (Guest)
CPU Used by
Worker Process (= Worker
inside the Parent & proces
Partition (Host)
CPU Used by
Hypervisor to
service Child
Hypervisor Partition (Guest)
When you view Task Manager in the parent partition (remembering
that it is “just another partition on the system”) it knows nothing about
CPU usage that is happening in the hypervisor or in the child partitions.
© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 7
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Virtual Machine CPU usage can be monitored in 3 main places:

1. The first, and most obvious, place that CPU gets used is inside

the child partition. This information is displayed in the
Hyper-V manager.

This is available from the Performance Monitor - look at the %

Guest Run Time counter under the Hyper-V Hypervisor Virtual
Processor section.

%Guest Run Time — For guest VM’s this is the percentage of
time the guest VP is running in nonhypervisor code on an LP or
for the _Total the total across all guest VP’s. For the root this is
the percentage of time the root VP is running in non-hypervisor
code on an LP or for _Total - the total across all root VP’s. If you
sum the _Total for both the guest VP’s and root VP’s this will
equal the % Guest Run Time _Total of the Logical Processor
counter set.

2. The next place that CPU is used is actually the time spent in the
hypervisor handling intercepts, switching contexts, etc...

This is available from the Performance Monitor - look at the %
Hypervisor Run Time counter under the Hyper-V Hypervisor Virtual
Processor section.

%Hypervisor Run Time — For guest VM'’s this is the percentage
of time the guest VP is running in hypervisor code on an LP or for
the _Total the total across all guest VP’s. For the root this is the
percentage of time the root VP is running in hypervisor code on
an LP or for _Total - the total across all root VP’s. If you sum the
_Total for both the guest VP’s and root VP’s this will equal the %
Hypervisor Run Time _Total of the Logical Processor counter set.

Performance Objects: Counters:

Databaze == TableClazzes - % Guest Run Time

Diigtributed Transaction Coordinatar % Hypervizor Run Time

Genernc IKE and AuthlP % Total Run Tirne

HTTF Service Addresz Domain Flushes/sec

HTTF Service Request Queues Address Space Evictions/zec

HTTF Service Url Groups Addresz Space Fluzhesz/sec

Hypert Hypervizor Addresz Space Switches/sec

Hypert Hypervizor Logical Processzo APIC EDI Accessessec LI
Hyper Hypervizor Partition |hstances:

Hyper Hypervizor Foot Partition
Hyper+ Hypervizor B oot Yirtual Proc:

Huper-W Hupervizor Virtual Proceszor

Hyper Legacy Metwork, Adapter \_AIEE?:;WEEDE'HV WP ﬂ
Hyper Tazk Manager Detail wWLCDWEEDS Hy WP 1

Hyper Virtual IDE Controller WLEDWEEDE:HV VP

Hyper Virtual Machine Bus .

Hyper Yirtual Machine Health Surmr D SV T j

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 8
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%Total Run Time — This is just a sum of %Guest Run Time + %
Hypervisor Runtime on a per VP basis. If you sum the %Total Run
Time across the Root Virtual Processor and Virtual Processor
counter sets it will equal the sum of %Total Run Time from all the
Logical Processor counters.

VP counters are prefixed with the name of the partition like this
“WLCDWEBQ5:” followed by the VP id like this “Hv VP 0”. This
makes it easy to identify which VP’s go with which partitions.

3. The final place that CPU gets used is in the worker process in the
parent partition.

Virtual Machine Worker Processes are started by the VMM Service
when virtual machines are started. A Virtual Machine Worker
Process (named vmwp.exe) is created for each Hyper-V virtual
machine and is responsible for much of the management level
interaction between the parent partition Windows Server 2008
system and the virtual machines in the child partitions. The duties
of the Virtual Machine Worker Process include creating,
configuring, running, pausing, resuming, saving, restoring an
snapshotting the associated virtual machine. It also handles IRQs,
memory and 1/0 port mapping through a Virtual Motherboard

(VMB).
Performance Objects: Counters:
Logicalligk ﬂ % Privileged Time .
bl ermomny
MSISCS1_|nitiator netanceStatistics % Usger Time
MBT Connection Creating Process D
Metlogon Elapzed Time
Metwark Interface Handle Count
Objects ID Process
Pacer Flow |0 Data Butes/sec LI
Pacer Pipe Inztances:
Paging File
PhisicaIDisk |vmwp
Processor r——
Redirector vmwpttl0
Security PerProcess Statistics ekl —
Security Systern-wide Statistics D2 LI
Server e

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 9
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Monitoring Overall CPU Usage?

CPU Used by all
CPU Used by Child Partitions
the Parent (Guest)
Partition (Host)
Total CPU Used
by the Child,
Parent and the
Hypervisor Hypervisor CPU
Hypervisor - Used to service
all Partitions

Overall CPU usage can be monitored in 4 main places:

1. The first, and most obvious, place that CPU gets used is inside the
parent partition. This is available from the Performance Monitor -
look at the “\Processor(*)\% Processor Time” monitor counter
measures the processor utilization of the host operating system
only. Remember the parent is involved in all 10. This means that
when the parent CPU’s are saturated your whole system is likely
saturated. In general you want to see the root CPU lower than
10% utilization and over 50% might indicate an issue.

2. To measure total physical processor utilization of the host
operating system and all guest operating systems, use the “\
Hyper-V Hypervisor Logical Processor(_Total)\% Total Run Time”
performance monitor counter. This counter measures the total
percentage of time spent by the processor running the both the
host operating system and all guest operating systems. Use the
following thresholds to evaluate overall processor utilization of the
Hyper-V environment:

e | ess than 60% consumed = Healthy

® 60% - 89% consumed = Monitor or Caution

® 90% - 100% consumed = Critical, performance will
be adversely affected

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 10
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3. To measure total physical processor utilization used b y the
hypervisor to service the host operating system and all guest
operating systems, use the “\Hyper-V Hypervisor Logical Proces
sor(_Total)\% Hypervisor Run Time” performance monitor counter.
This counter measures the total percentage of time spent by the
processor running the hypervisor for both the host operating
system and all guest operating systems.

4. To measure total physical processor utilization used by all the
guest operating systems, use the “\Hyper-V Hypervisor Logical
Processor (_Total)\% Guest Run Time” performance monitor
counter. This counter measures the total percentage of time spent
by the processor running the hypervisor for both the host
operating system and all guest operating systems.

Perfarmance Objects: Counters:

Authorization Manager Applications "
BITS MHet Utilization EC2 Time

Broweser EC3 Time

Cache % Guest Bun Time

Databaze % Hupervizar Run Time

Databasze == Instances % ldle Time

Database == TableClazses % Total Bun Time

Distributed Transaction Coordinator C1 Trangitions/sec LI
Genenc [KE and AuthlP |hztances:

HTTF Service

HTTP Service Request Qusues

HTTP Service |__|r| Groups ~Total <
Hyper-y Hypervisor Hv LP O

Hyper-y Hypervizor Logical Pr Hy LP 1

Hyper Hypervizor Partition Hy LP 10

Hyper Hypervizor Foot Partition Hy LP 11 ﬂ
Hyper Hypervizor oot Wirtual Proc: i

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 11
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Monitoring Memory Usage?

Parent is
responsible for
all Memory Used
by the system

Hypervisor e

1. The Memory counter set allows you to monitor how much
memory is being consumed in the root. The root is responsible for
managing all memory in Hyper-V. When a VM starts you will
see the “Available Bytes” go down by at least the amount of

memory given to the guest plus around another 16 - 64MB for
guests Meta data structures.

Most recommendations are to monitor the following counters:

e Available Bytes - This will give you an idea of how much
memory is remaining for guests. There is a reserve of
256MBytes or 512MBytes that the root will always leave
outside of guest memory. The exact amount varies but
Hyper-V release. So if you find a time when a VM won’t

start it may be there are too few available bytes to satisfy
the reserve.

® 50% of free memory available or more = Healthy

e 25% of free memory available = Monitor

¢ 10% of free memory available = Warning

e < 5% of free memory available = Critical,
performance will be adversely affected

ARGENT
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Memory Used by
a Child Partition
(Guest)

Memory used by
Hypervisor to
service all Child
Partitions

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010
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e Pages / Sec - This is a measure of memory pressure since
it tracks hard faults. Those are page faults that require a
disk access. Usually the cause for the number to spike is
when there are two few available bytes on the system and
processes are competing with each other for physical RAM.
e | ess than 500 = Healthy
¢ 500 - 1000 = Monitor or Caution
e Greater than 1000 = Critical, performance will be
adversely affected
Performance Objects: Counters:
Logicallizk - % Committed Bytes In Uze
Available Bytes
kSIS CS_Initiator netanceStatistics Ayailable KBytes
MBT Connechion Avalable MBytes
M etlogon Cache Bytes
Metwark, Interface Cache Bytes Peak,
Ohjects Cache Faults/zec
Pacer Flow Cormrmit Lirnit
Pacer Pipe Committed Bytes
Paging File Demand Zero Faulks/zec
Phyzicallizk Free & Zero Page List Bytes e
Process Free Systern Page Table Entriesz
Proceszor Maodified Page List Bytes
Redirector FPage Faultz/zec
Securty Per-Process Statistics Fage Reads/sec
Securty Svstem-wide Statistics FPage ‘Writes/sec
Server Pages Input/sec
Server wWork Queues FPage: Output/zec
System Pages/sec
TBS counters ll Fool Nonpaged Allocs ;I
2. To measure total memory used by all guest operating systems,
use the “\Hyper-V Hypervisor Partition (_Total)\GPA pages”
performance monitor counter. This counter measures the total
Guest Physical Addresses for all guest operating systems.
Performance Objects: Counters:
Databaze ==> TableClazze: - aces
Digtributed Tranzaction Coordinatar Depozited Pages
Genenc IKE and AuthlP P4 Pages
HTTF Service GPA Space Modifications/zec
HTTP Service Request Queues Yirtual Processors
HTTF Service Ll Groups Wirtual TLE Flugh Entiresdzec
Hyper Hypervizor Wirtual TLE Pages
Hyper Hypervizor Logical Processo
vizar Partition |nztances:
Hyper Hypervizor Root Partition
Hyper Hypervizor Root Vitual Proo
Hyper Hupervizaor Yirtual Processor Total =
Hyper Legacy Mebwark Adapter S LCDWEBDS: HyPt :I
Hypert! Tazk Manager Detail WLEDWEBDE:H'-.-'F't
Hyper virtual IDE Controller WLEF‘.-“—‘-.DMEIE'.HvF't
Hyper virtual Machineg Bus I
Hypert Virtual Machine Health Sumr s LI
© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 113
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To measure memory used by a single guest operating systems,
use the “\Hyper-V Hypervisor Partition (*)\GPA pages”
performance monitor counter.
This counter measures the total Guest Physical Addresses f
or those guest operating systems.
The * in this case will be “Guest Name:HvPt” eg
WLCDWEBOS5:HvPt
Hyper-V VM Partition is Similar to the “Hyper-V Hypervisor
Partition States” but relative to the root’s view on the partitions.
Performance Objects: Counters:
Hyper Virtual M achine Bus - ChildG palockReguests ﬂ
Hyper- Yirtual bachine Health Surr ClientHandle=
Hyper- Yirtual Machine Surmrmary ClientMotifykd bps
Hyper- Virtual Metwork, Adapter Currentw orking5
Hyper-¥ Virtual Storage Device Handlerz_CPUID
Hyper- Yirtual Switch Handlers_Excephion
Hyper- Yirtual Switch Port Handlers_[OPort
Hyper Wi 10 APIC Handlerz MSH LI
Hyper WM Femoting |hztances:
Huper %M Save, Snapzhat, and Re
Hyper- %M Vid Driver
Hyper WM Vid Meszage Qusue ”
Hupe P Wid Muma Mode wtggwgggg j
Hyper- M Yid Partition vt FOARRAND
This has Counter set displays information about each child
Partition.
3. “Hyper-v [Root] Partition” counters determine how much
memory the Hypervisor is managing and using on behalf of a VM
which includes the guest address space but not all the memory in
the worker process and VID partition.
To measure total memory used by all guest operating systems,
use the “\Hyper-V Hypervisor Root Partition (_Total)\GPA pages”
performance monitor counter. This counter measures the total
Guest Physical Addresses for all guest operating systems.
Perfarmance Objects:
Databaze ==> TableClasses - 55 5
Distributed Tranzaction Coordinator Deposited Pages
Genernc IKE and AuthlP P4 Pages
HTTF Service P4 Space Modifications/zec
HTTP Service Request Queues Wirtual Processors
HTTP Service Url Groups Wirtual TLE Flugh Entires/sec
Hyper+ Hypervizor YWirtual TLE Pages
Huypert Hypervizor Logical Processzo
Huper- Hypervizor Partition |Fstances:
rvizor Boot Partition
Hyper+ Hypervizor Root Yirtual Proc:
Hyper+ Hypervizor ¥itual Processor Tota)
Huypert Legacy Mebwork Adapter Foat
Hyper- Tazk Manager Detall
Hyper+ Wirtual IDE Controller
Hyper- Wirtual b achine Bus
Huper Wirtual kM achine Health Sumr
© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 |14
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Monitoring Network Performance?

Parent Partition
Virtual NIC

Physical NIC

Hypervisor

1. The network counters are useful for monitoring the overall net
working performance on the system. The most important thing
to generally monitor is the total throughput counters to make sure
the NICs are not getting saturated. Once the NICs are saturated
your overall system performance will be capped because no
more web requests, remote storage requests, queries, etc can be
received than what is currently being handled.

The counter set “Network Interface’ gives the overall
performance of physical device where as the other counter sets
represent the activity of the virtual switches and network adapters
in the VM’s. For the Network Interface the following are the top
level counters to monitor:

e Bytes Total / Sec

e Qutput Queue Length

e Packets Outbound Errors

e Packets Receive Errors

Mostly you want to make sure the network is not saturating and
that the error counts are low. If the error counts grow rapidly you
might have too much load on the system or some problem in
end- toend connectivity (including hardware).

ARGENT
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Child Partition
(Guest) Virtual
NIC

Virtual Switch

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010
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\Network Interface (*)\Bytes Total/sec — The percentage of
network utilization is calculated by multiplying Bytes Total/sec
by 8 to convert it to bits, multiply the result by 100, then divide
by the network adapter’s current bandwidth. Use the following
thresholds to evaluate network bandwidth utilization:

e | ess than 40% of the interface consumed =
Healthy

® 41%-64% of the interface consumed = Monitor
or Caution

¢ 65-100% of the interface consumed = Critical,
performance will be adversely affected

\Network Interface (*)\Output Queue Length — The output
queue length measures the number of threads waiting on

the network adapter. If there are more than 2 threads waiting on
the network adapter, then the network may be a bottleneck.
Common causes of this are poor network latency and/or high
collision rates on the network. Use the following thresholds to
evaluate output queue length:

e 0 = Healthy
e 1-2 = Monitor or Caution

e Greater than 2 = Critical, performance will be
adversely affected.

If an output queue length of 2 or more is measured, consider
adding one or more physical network adapters to the physical
computer that hosts the virtual machines and bind the network
adapters used by the guest operating systems to these physical

network adapters.

Perfarmance Objects: Counters:

BT Connection - Bytes Received/zec .
Metwark Interface Bytes Sent/zec

Objects Bytes Total/zec

Cutlook, Current Bandwidth

Paging File ‘Uutput ueue Length

PhysizalDizk, Packet: Outbound Discarded

Print Queue Packets Qutbound Errars

Frocess Packets Received Dizcarded LI

|y TR

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 16
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2. Hyper-V Virtual Switch - A virtual switch can attach to one and
only one physical NIC. Each Virtual / Legacy NIC plugs into a
virtua switch. This counter set gives details on what the switch is
doing and flows of sends / receives.

Performance Objects:

Hyper Legacy Metwork Adapter
Hyper Tazk Manager Detail
Hypert Yirtual IDE Contraller
Hypery Yirtual Machine Bus
Hyper Yirtual Machine Health Surmr
Hyper Yirtual Machine Summary

-l

Counters:

cast Packets Beceived/sec
Broadcaszt Packets Sent/sec
Buytes Received/zec
Bytes Sent/zec
Bytes/sec
Directed Packet: Received/sec

Hyper- Yirtual Netwark, Adapter Directed Packet: Sentizec

Huyper- Yirtu e Device Learmed Mac Addresses ll
- 1 Instances:

Hyper- Yirtual Swi

Hyper Wk 10 APIC

Hyper i Remating .

Hyper %M Save, Snapshot, and Re Enﬁz:g::mgé

Hyper Wi Wid Driver

NOTE: Hyper-V Virtual Switch Port - Similar to the virtual switch
stats but details just a single “port” aka attached virtual NIC.

3. If a network adapter on the Hyper-V root partition is busy as
indicated by the Network Interface performance monitor
counters mentioned above (1), then consider using the “\Hyper-V
Virtual Network Adapter(*)\Bytes/sec” performance monitor
counter to identify which virtual network adapters are consuming
the most network utilization.

The “Hyper-V Virtual Network Adapter” and the “Hyper-V
Legacy Network Adapter” counter sets allow you to see how
much ingress and egress a VM is doing.

There are two counter sets because there are two types of virtual
network card you can assign to a VM. If you assign a Legacy
Network Adapter then the counter set you should use is the
“Hyper-V Legacy Network Adapter”. In general you should not
use the network adapter type because it is not enlightened,
creates a lot of CPU load in the root, and is generally slower than
the Network Adapter. The challenge is you need the Legacy Net
work Adapter to get a VM working before installing Integration
Services. Once your VM is working with Integration Services you
should use the Network Adapter and the “Hyper-V Virtual
Network Adapter” counter set. Keep in mind Windows Server
2008 and Windows Server 2008 R2 both have integration
Services pre-installed.

© ArgSoft Intellectual Property Holdings, Limited. 1991 - 2010 17
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The “Hyper-V Legacy Network Adapter” counters that can be
to monitor are;
e Bytes Dropped
e Bytes Sent / Sec
e Bytes Received / Sec
Performance Objects; Counters;
Hyper' Hypervizor Logical F'rncessu;l
Hyper Hupervizor Partition Bytes Received/sec
Hyper' Hypervizor Root Partition Bytes Sent/zec
Hyper' Hypervizor Root Virtual Proo Frames Dropped
Huyper Hypervizor Yirtual Processor Frames Received/sec
Hyper | egacy Mebwark Adapter Frames Sent/zsec
In the “Hyper-V Virtual Network Adapter’ you should monitor:
e Bytes / Sec
Perfarmance Objects: Counters:
Hyper Hypervizor Logical Processo :l Broadcast Packets Received/zec
Hyper- Hypervizor Partition Broadcazt Packets Sent/sec
Hyper Hupervizor Roat Partition Bytes Recerved/sec
Hyper Hypervizor Foat Yirtual Praoc: Buytes Sentizec
Hyper Hypervizor YWirtual Processor Bytes/zec
Hyper Legacy Metwork, Adapter Directed Packet: Received/zec
Hyper Task Manager Detail Directed Packets Sent/sec
Hyper Wirtual IDE Cantraller Multicast Packets Feceived/sec LI
Huypert' Virtual Machine Bus |nstances:
Hyper Wirtual Machine Health Surr
Huper "v"rtual b achine Summar
Ir' nEer rua tl.-'-.u:nrl::. .n:I- aber Ethamet Port "
HoPors At el HP NC350T PCle DP Gigabit Server Adapter
PRECY INUE 2 wiLE HP NC3E0T PCle DP Gigabit Server Adapter _2
Hyper- Wirtual Switch Port
Metwark, Adapter
Hyper- Wi [0 .-’-'-.F'I!: PhysicaldIC1 LI
Hyper Wk Remaoting Al ke el
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Monitoring Disk Performance?

Child Partition
(Guest) Virtual
Storage Device
Parent Partition Child Partition
Physical Disk o o (Guest) Virtual

IDE Controller

Hypervisor

The storage counters are useful for monitoring the overall system disk
performance as well as for each VM.

1. The “Physical Disk” set will give overall storage performance on
the system. These can also be used inside the VM to monitor
guest performance. The most useful are:

“Current Disk Queue Length” should be around two per drive. If
you have a RAID 10 volume with 4+4 (total of 8 drives). Then a
queue length of 16 is reasonable. A queue length of 32 might
indicate this disk is saturated and is the bottleneck in the system.

“Disk Bytes / Sec” you should generally expect to see about
10MB/sec per drive which is a fairly safe number for most drives.
So for the RAID 10 4+4 a throughput of around 80MB/sec is
reasonable.

“Disk Transfers / Sec” and expect to see about 100 10’s per
second (IOPs) per drive. For the RAID 10 4+4 around 800 IOPs

for 8Kbytes reads and writes is reasonable. Generally writes are a
bit lower.

FPerformance Objects: Counters:

hSSOLEYEEAM W ait Statiztics ;I Awg. Disk Read Queue Lenath :I
MBT Connection Avg. Dizk zec/Read
Metwork Interface Ayvg. Dizk zecd/Transfer

Objects Auwg. Digk zecwiite

Outlook, Avg, Disk Wiite Queue Length
Paging File Lurent Dizk Queue Lenoth
PhugicalDigk

Diigk. Bytez/zec
Digk Aead Butes/zec LI
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There are two Hyper-V storage counter sets because of how stor
age works in Hyper-V.

In Hyper-V there are two virtual storage buses for VM’s. One is IDE
and one is SCSI. The Virtual IDE counters show up in the
“Hyper-V Virtual IDE Controller” counter set unless Integration
Services are loaded and then you will see the activity for both
virtual IDE and SCSI in the “Hyper-V Virtual Storage Device”
counter set. If you don’t have integration services installed the
only the “Hyper-V Virtual IDE Controller” will show the VM disk
activity.

2. For the “Hyper-V Virtual Storage Device’ there are:

e Error Count

e Flush Count
e Read Bytes / Sec
e Write Bytes / Sec
e Read Count
e Write Count

The Error count should always be zero for the virtual storage device.

Ferformance Objects: Counters:
Hyper Hypervizor Logical Processo ;l Error Caunt
Hyper Hupervizor Partition Fluzh Count
Hypery Hppervizor Boot Partition Read Bytesdzec
Hyper Hppervizor Boat YWirtual Proc Fead Count
Hyper Hyppervizor Yirtual Proceszor Wirite Bytez/zec
Hyper Legacy Metwork, Adapter Write Count

Hyper Tazk Manager Detail
Hyper Wirtual IDE Contraller
Hyper Wirtual M achine Bus |hztahces:
Hyper Virtual Machine Health Surr
Hyper Wirtual M achine Surmmary

Hobor 4/ 4

Yirtual Mebwark Adapher

I::-F'rngramData-MicrDsnft-Windnws-H_l,lper-'\-"-Snapshnts-:;[
| Ewitch = C:-Uzers-Public-D ocuments-Hyper--irtual hard disks- W
a2 Wit C:-Uszers-Public-D ocumentz-Hyper-Yirtual hard dishks-a
C
C

Hyper Virtual Switch Port --Lgers-public-Documents-hpper-w-Wirtual hard dizksz-wL

Hyper Wi 10 APIC . facng ] Y S =
Hyper i Remating -LIgErs E"Jt.'l'.'.: anuments hgper xf‘:.{lr_lfual h:a_r-:l ':.l'fk}? ‘-a'-.{LIJ

3. For the “Hyper-V Virtual IDE Controller’ there are:

e Read Bytes / Sec
e \\rite Bytes / Sec
e Read Sectors / Sec
e Write Sectors / Sec
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3. For the “Hyper-V Virtual IDE Gontroller’ there are:

e Read Bytes / Sec
e Write Bytes / Sec
e Read Sectors / Sec
e Write Sectors / Sec

Perfarmance Objects: Counters:

Hyper Hypervizor Logical Proceszo :I Fead Butes/zec
Hypery Hypervisor Partition Read Sectorsdzec
Hyper Hypervizor Boot Partition "Write Bytes/sec
Hyper Hypervizor B oot Wirtual Proc Writken Sectors/sec

Hypery Hypervisor Yirtual Processor
Hypert Legacy Metwork Adapter
H

A Tazk Manager Detail

[nstances:
Hyper Wirttual Machine Health Surar
Hyper' "a-‘irtual M achine Summary
Hyper' "a-“!rtual M etwork, f—‘-.u:lqpter WL EEDEda Contollar "
Hyper ¥/ Vitual Storage Device 'wLCDWEBOE:|de Cantroller :I
A U R YwWLCPADMOZIde Cantroller
AT U R g R wWLCP&PPO1Ide Cortraller
e VA P WLCPEXTI4de Contale =

Hyper %1 Remating
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Hyper-V Event Log

Hyper-V logs a lot of useful information if you need to diagnose a
problem, all Hyper-V event logs are stored in the Event Viewer under

AT AT

“Applications and Services Logs”, “Microsoft”, “Windows”:

@ Event Yigwer
5 Custom Yiews
T Windows Logs Level Date and Time Source Event ID | Task Categor -
B I applications and Services Logs Information 28/09/2009 6:33:49 p.m. Hyper-y-¥MM3 14094 None =
g,—| Hardware Events ;;Warning 28/09/2009 £:23:34 p.m. Hyper-¥-¥MM3 14100 Mone
%] Internet Explarer W Error 11/08/2009 11:02:34 a.m. Hyper-4-MMS 14144 Mone
§T| Key Management Service Information 29/07/2009 3:52:00 p.m. Hyper--¥MMs 14074 Mone
= O Microsoft Information 29/07/2009 3:52:00 p.r. Hyper-4-¥MM3 14074  Mone
= £ windows Information 29/07/2009 3:52:00 p.m, Hyper-¥-¥MMS 14074 Mone
:l Bits-Client: Tnformation 29/07}2009 Z52:00 p.m. Hyper-4-MMS 14074 Mone
O Certificateservicesclient-Cre Information 29072009 3:52:00 p.r. Hyper-4-¥MMS 14074 Hane
% Codelntegrity Information 29/07/2009 3:52:00 p.m. Hyper-y-iMMS 14074 Hone
& DateTineConitrolPaned Information 29107/2009 :52:00 p.m, Hyper-Y-4MMS 14074 Hone
= g;:ggzz:zﬂ;; Irformation 29/07/2009 3:52:00 p.m. Hyper-/-vMMS 14074 Mone
& Diagnus\s LA Information 29/07/2009 3:52:00 p.m. Hyper--¥MMs 14074 Mone
= Dia;nusti:s-Netwurking Information 29/07/2009 3:52:00 p.m. Hyper-y-¥MM3 14074 Mone
5 Information 29072009 3:52;00 p.m, Hyper-y-¥MMS 19020 Mone
1 EventCollector
5 : Information 29/07/2009 3:52:00 p.m. Hyper-y-4MMs 19020 Mone
=] Eventlog-ForwardingPlugin
s i Information 29/07/2009 3:51:59 p.m. Hyper-Y-¥MMs 14094 Mone
T GroupPalicy
70 HetpService Information 29/07/2009 3:51:45 p.m. Hyper-y-¥MM3 19040 Mone
5 Hyper-v-Corffig Information 29072009 3:51:45 p.m, Hyper-y-¥MMS 19040 Mone
71 Hyper-¥-High-availabilicy A1 Warning 29/07/2009 3:51:45 p.m. Hyper-4-4¥Mms 14090 Mone
7] Hyper-¥-Hypervisor Information 15/07/2009 5:31:18 p.m. Hyper-y-4MMs 19020 Maone =
7 Hyper-¥-Image-Managemen
5 Hyper-y-Integration Event 19020, Hyper-V-Whit3 &3
) Hyper-¥-Metwork
7 Hyper-w-Synthiic General IDetan; I
3_ Hyper-¥-Synthstor =
=@ EHTW:;VTVMMS |The WML prorvider “Wmrms\WrniBeentProvider has started,
& Admin

There are then 10 categories for you to look at:

e Hyper-V-Config:
This section is for anything that relates to virtual machine
configuration files. If you have a missing or corrupt virtual
machine configuration file - there will be entries here that tell
you all about it.

* Hyper-V-High-Availability:
This section tells you about actions and changes that happen
because of Hyper-V clustering.

e Hyper-V-Hypervisor:
This section is used for hypervisor specific events. You will
usually only need to look here if the hypervisor fails to start -
then you can get detailed information here.

« Hyper-V-Image-Management-Service:
This section is used by the image management service
to log information about virtual hard disk operations - like
creating, converting and editing virtual hard disks. If
you have problems creating or editing a virtual hard disk -
look here.
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e Hyper-V-Integration:
This section is used to log events that relate specifically to
integration services.

e Hyper-V-Network:
This section is used for events relating to virtual networks. You will
see information about the creation and configuration of virtual
networks here (as opposed to virtual network adapters).

 Hyper-V-SynthNic:
This is the section where information about virtual network
adapters. You will see entries in here each time a virtual machine
with virtual network adapter’s powers up. You will also see entries
here if a virtual machine fails to power on because of a
configuration issue with its network adapters.

e Hyper-V-SynthStor:
This section is to do with virtual hard disks that are associated
with running virtual machines (it is the storage equivalent of the
SynthNic section).

 Hyper-V-VMMS:
This section is where the virtual machine management services
files its events.

e Hyper-V-Worker:
This section is used by the worker process that is used for the
actual running of the virtual machine.

Now - two pointers to keep in mind while looking at the Hyper-V event
logs:

e |f you do not know where to start, start with Hyper-V-VMMS. As the
central management service it usually has something to say about
everything.

e | earn to follow the trail of event logs. If a virtual machine fails to
start because of a storage issue there will usually be events logged
in the VMMS, Worker and SynthStor sections - and reading all of
the events can usually provide better insight into the problem than
just reading some of them.
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Appendix A - MinOSOft Hyper_v C3 Transitions / Sec — Similar to C1 Transitions / Sec, C3 is
Moni toring OVBI'ViBW a deeper power state than C2.

Monitoring Microsoft Hyper-V

Hardware Interrupts / Sec — Number of hardware interrupts
Hyper-V Hypervisor Processor Counter Description per second the LP is processing. _Total is the total for all LP.
Hardware interrupts are delivered to the root VP’s correspond-

%Guest Run Time — This is the percentage of time guest code is ing the LP on which it was received. For example a network
running on an LP or for the _Total the average percentage across all  card will create and interrupt when a packet is received.

LP. For example if you have 2LP and one VM running CPU tests you

might see the value be 95% for LP(0), 0% for LP(1) and 47.5% for the Total interrupts / sec — Total number of interrupts of all

_Total. For this you can see you VM is running on LP(0). kinds the LP is processing. For _Total this is the total number
of interrupts happening on the system per second.

%Hypervisor Run Time — This is the percentage of time the Hypervi-

sor is running on an LP or for _Total the average percentage across all Monitor Transition Cost — This is a measure of the cost

LP. This is similar to % Kernel Run Time in the Processor counter set.  to enter the Hypervisor via an Intercept on a Logical Proces-
sor (LP). For _Total it is the total cost across all processors.

%ldle Run Time — This is the percentage of time the LP is waiting for  |ntercepts are like User mode to Kernel Mode context switches

work for _Total the average percentage across all LP. This is similar to except here is User/Kernel Mode to Virtual Machine Monitor

% Kernel Run Time in the Processor counter set. (VMM) aka Hypervisor mode. The smaller the better. The only
real use it has is to figure out the relative performance of

%Total Run Time — This is just a sum of %Guest Run Time + % DIOCESSOrS.

Hypervisor Runtime. This counter can go over 100% just slightly
(<0.5%). The problem has to do with how performance counters are
computed. If you take the current time then value1 and later the end
time and value? this means value2 has the potential to increase be-
tween when end time was read and value? is read. You would change
it to get the start time then value1 and later value2 and end time. In
this case the number would always be slightly less than 100.

Context Switches / sec — These are the number of times a
new Virtual Processor (VP) had been scheduled to a particular
Logical Processor (LP). For _Total it is the total number of VP
to LP switches. Ideal time context switches of around 1000 for
a single guest running are not uncommon. This is due to the
fact the VP will “Halt” and allow something else to run if it has

%G1 Time — C1 is a power saving mode in a CPU. This counter keeps o work o do.

track of how often the process is able to enter a power saving state
when idle. So %C1 Time is the percentage of time the LP is in the C1
state and for _Total the average percentage across all LP.

Scheduler Interrupts / sec — These interrupts are sent by
the Hypervisor scheduler from one Logical Processor (LP) to
another to reevaluate their run list. The run list is the list of
%C2 Time — Similar to %C1 Time, C2 is a deeper power state than  Virtual Processors (VP) waiting to run on a given LP. This is also
1. a “wake-up” mechanism for an LP that might be sitting idle in

a lower power state. _Total is the total number of scheduler
%C3 Time — Similar to %C1 Time, C3 is a deeper power state than interrupts happen per second across all LPs.

C2.

Inter-processor interrupts sent /sec — These interrupts
C1 Transitions / Sec — The is the number of times the LP has are from one processor to another to get the processor to do
entered the C1 state in one second or for_Total the number of C1 memory coherency (ke TLB, cache, ...). High counts > 20ish
transitions across all LP. per Logical Processor (LP) can indicate lots of guest pages

modification (like page access). _Total is the total number of

C2 Transitions / Sec — Similar to C1 Transitions / Sec, C2 is a Interprocessor interrupts (IPls) set per second.

deeper power state than C1.
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Inter-processor interrupts /sec — This counters is the total number
of Inter-processor interrupts (IPI) received per second of a give Logical
Processor (LP). _Total is the total number of IPI's received by all LP.

Timer interrupts / sec — There are a number of timers that the
Hypervisor supports — APIC timer, PM Timer, ... This is the number of
times an LP is interrupted to service a timer interrupt.
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